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We have experienced a significant evolution in the capabilities of machines over the last 250 

years with an incredible acceleration in the last 50 years, thanks to electronics and software. 

This evolution is going to continue and accelerate in the coming two decades leading to machines 

as "smart" as humans.  

 

At the same time the human species has 

augmented its capability in vari ous areas 

more than doubling life expectation over 

the last 100 years , and individuals have 

learn ed to leverage machines as never 

before to improve their life, their 

performances and extend their 

knowledge. This is also expected to 

progress in the coming t wo decades to 

the point that the boundary between 

humans and machines will become, in 

many instances, fuzzier and fuzzier, 

partly due  to the growing use of digital 

twins.  The progress seen in the last 

decades and the one expected is 

reshaping the idea of t ranshumanism , 

making it much more concrete.  

 

The IEEE Future Direction s Committee 

had an Initiative, IEEE Symbiotic Autonomous Systems  (SAS) , that worked on these aspects . 

This initiative is  now gaining  steam by joining the Digital Reality Initiative  aiming at fostering 

the Digital Transformation in its many facets.  

 

As a matter of fact ,  the Digital Transformation is shifting the focus from a micro to a macro view 

of business, hence taking a global view at machines involved in business (production, 

transportation, deliver y,  and end user) processes. Whereas in the past innovation focus ed on a 

single machine, the Digital Transformation shifts the focus to the overall process, to the many 

machines involved, their mutual interactions , and the ir  interaction with humans.  The resulting 

effect is that the augmentation of a machine is no longer an internal aspect, rather it derives 

from its interaction  from  the operational context (and other machines/humans active in that 

context).  Although hardware improvements remain important, they are more an e nabler of  

machine augmentation . Rather, the functionality relies more and more on software, data analys is 

( including artificial intelligence) and communications.  

 

The hardware is improving in many aspects, such as using  raw materials that are no longer off -

the -shelf but rather designed to deliver certain characteristics to the production processes, like 

additive manufacturing . This allows for creation of  structures that were simply not possible in 

the last ce ntury. New ñhardwareò is also multiplying number crunching capabilities, stretching 

Mooreôs law to its physical (and economic) limit and circumventing it by moving to different 

computational architectures and new processing substrata. In turn, th is ever in creasing number 

crunching capability coupled with the ever increasing volumes of data enables data analytics, 

reasoning and the emergence of ñintelligenceò. This leads to smarter machines embedding 

awareness and intelligence, able to share and learn throug h communications and evolve throug h 

adaptation and self - replication.  

 

  

Figure 1 A representation of the concurrent evolution of human and 
machine augmentation eventually merging into a symbiotic relationship 
mediated by digital twins. Credit: IEEE SAS Initiative 
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Awareness  

 

One cannot  be smart without 

understanding the context one 

is operat ing  in , and  the very 

first step is to become aware of 

what occurring by sensing  the 

environment.  

 

The vision of a world that can be 

understood by scattering 

sensors all around was 

articulated by HP in the first 

decade of this century with the 

project CeNSE 1, Central 

Nervous System for the Earth. 

The project had Shell , the oil 

company,  as the first customer, 

interested in using sensors to 

detect oil reservoirs by 

measuring vibration patterns induced by micro explosions. HP was foreseeing a world where 

every object had sensors embedded , and these sensors were forming a network, a nervous  

system, collecting data that could be processed centrally. Every bridge  and  every road would be 

a part of it. Bolts and nuts connecting the various parts of a bridge would embed sensors 

communicating with one another about the local stress and pressure ;  t hese data would be used 

to monitor the bridge and the movement of the connected banks . Sensors embedded in the 

tarmac would capture the vibration created by vehicles , and signal processing would be able to 

tell traffic patterns and even differentiate disti nct types of vehicles: a  micro sensing that could 

provide the data for a macro assessment of the environment.  

 

Notice that this vision that was demanding a top down approach is becoming reality through a 

massively distributed bottom up approach. As an exa mple most new buildings developed by big 

constructor companies are designed with embedded sensors to support remote monitoring and 

control, appliances are embedding a variety of sensors and come equipped with internet 

connectivity, even the latest models o f digital cameras are embedding sensors and rely on 

internet connectivity to enhance their 

functionalities.  

 

A different approach to sensing is the one 

we are using every day  and has been 

perfected through million years of 

evolution: sight. Image detectors have 

become extremely effective (high resolution 

and low cost) and computer vision, in these 

last years, ha s progressed enormously.  It 

leverages image processing  for detection of 

edges  and identifying  shadow s and  machine 

learning to analyze the image . It  is now 

being used in machine vision 2 to recognize 

objects , like a rusted pole needing 

maintenance, or a vehi cle plate number and 

in robot vision ( e.g. to move in an 

ambient).  

 

                                                      
1 CeNSE: https://www8.hp.com/us/en/hp-information/environment/cense.html 
2 https://blog.robotiq.com/robot-vision-vs-computer-vision-whats-the-difference 

Figure 2 CeNSE, a Central Nervous System for the Earth, as pictured by HP, in a vision 
of trillions of sensors moitoring the pulse of our Planet.  Image credit: HP 

Figure 3 A variety of technologies are at work to enable machines' 
awareness. The starting point is the capturing of the environment, 
more frequently making use of image detection capabilities. This 
information is processed in software. Credit: IEEE SAS Initiative 

https://www8.hp.com/us/en/hp-information/environment/cense.html
https://blog.robotiq.com/robot-vision-vs-computer-vision-whats-the-difference
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Lately, and more so in the future, smart materials have acquired sensing capabilities 3 so that 

any object  will embed sensing in a native way. Smart materials can sense and react to a variety 

of stimuli, with piezoelectricity being the most common . Piezoelectric materials  sense  pressure, 

including touch, and release an electrical current that is proportional t o the pressure applied, 

hence measuring that pressure.  

 

All this enhanced and distributed sensing is creating data that can be processed both locally and 

at various hierarchical stages.  And the processing is what can deliver value .  

 

A digital copy mirrori ng the physical world can be used to analyze the data as it is (mirror), to 

compare it with what it was (thread) ,  and to 

keep it in synch as the physical entity evolves 

(shadow).  Through data analytics on the 

digital copy and on other digital entities 

loosely connected with it in the physical 

space we can assess what is going on and 

find out ñwhyò. Then we can infer what might 

be happening next and work out ways to 

steer the evolution in a more desirable 

direction (or at least limiting the negative 

aspe cts).  

The sequence:  

 

-  what is going on,   

-  why,  

-  what will happen,  

-  changing the predicted evolution  creates 

value.  

 

Making sense of data is crucial, opening  up 

the door to have data representing reality, 

creating a digital model of reality. Reality 

exists only in the present, however, data can represent the present and the past  and  can be  

used develop a thread to 

forecast the future.  This 

is what digital twin s are 

all about. Of course 

mirroring reality into a 

digital representation 

creates  a snapshot that 

has a very short life. In 

order to keep the mirror 

faithful to reality it needs 

to be continuously 

synchronized.  Digital 

shadows need to be 

created  to keep the 

digital model up to date. 

This makes the digital 

twin useful, since it can 

be trusted to represent  

the physical reality.  

 

Digital twins have been 

evolving over the last ten years from being simple representation s of a real entity at a certain 

                                                      
3 https://www.mdpi.com/journal/sensors/special_issues/ssnbsm 

Focus here

Figure 4 The increased value in the processing of data. From 
monitoring the real world to analyzing the probable causes leading 
to a change, moving on to predicting what could be the evolution, 
reaching the highest value when implementing actions that can 
steer the evolution towards the desired outcome. Credit: Gartner 

Figure 5 Starting in the last century industry has begun to design products by creating digital 
model through CAD (computer-aided design). This digital model has been used more and more 
in the manufacturing phase through CAM (computer-aided manufacturing). Now the 
embedding of IoTs in the product makes possible the synchronization of the digital model with 
the product throughout its lifecycle. We are starting to see the first examples of operation 
through the sharing of functionality across the digital model and the product. Credit: Medium 
άIƻǿ 5ƛƎƛǘŀƭ ¢ǿƛƴǎ ŀǊŜ ŎƻƳǇƭŜǘŜƭȅ ǘǊŀƴǎŦƻǊƳƛƴƎ aŀƴǳŦŀŎǘǳǊƛƴƎέ 

https://www.mdpi.com/journal/sensors/special_issues/ssnbsm
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point (li ke at the design stage) to beco ming  shadow s of the physical entity kept in sync through 

IoT (sensors).  

 

In the coming years a (partial) fusion between a digital twin and its physical twin  can be 

expected . The resulting reality, the one that we will perceive, will exist partially in the physical 

world and partly in cyberspace but the dividing line will get fuzzy and most likely will not be 

perceived by us. To us cyberspace and physical reality will be our perceived reality.  

 

Intelligence  

 

The huge, growing amount of data available is powering data analytics , and artificial intelligence 

is taking advantage of that. Notice how digital twins have embedded some of the ñVsò 

characterizing  big data:  

¶ Volume :  the volume of data aggregated in a digital twin varies considerably depending 

on the mirrored physical entity, but quite a few physical entities are bound to generate  a 

significant  amount of data ;  

¶ Velocity : the shadowing of a physical entity again varies considerably but here again can 

have a significant  ñchange rateò;  

¶ Variety : a digital twin may aggregate different streams of data (like the actual modelling 

of the entity ïstatic - , the operation data ïdynam ic- , the context data -static and 

dynamic - ),  and in addition it can harvest data from other interacting or connected digital 

twins;  

¶ Veracity : internal and external functionalities can authenticate data and ensure their 

veracity;  

¶ Value : digital twins are a way to create value in the digital transformation.  

 

The first three characteristics support 

analytics and the emergence of 

intelligence.  

 

There are four ways to ñcreateò intelligence 

once in  the world generated by the digital 

transformation and leverag ing  digital 

twins:  

ü Embedded intelligence :  it is possible to 

embed processing capabilities resulting in 

intelligence in both the physical entity as 

well as in the digital entity (digital twin). 

These processes can be a n integral part of 

the entity itself , or they can be intimately 

tied with it (an external intelligent function 

that is external in terms of hosting but it to 

all effect an integral part of the entity 

functionality ) . Notice that in the future this  

might be the result of a superposition of a 

digital twin on its  physical twin.  In the 

graphics of a self -driving car it can be the intelligence residing in the car , providing the 

required awareness and understanding of the context and of its evolution.  

ü Shared intelligence :  it is possible to cluster single distributed intelligence into a whole 

that is intelligent (or more intelligent) that its single compon ents . In the example of a 

self -driving car, communications among cars can result in an increased intel ligence 

allowing the cars to navigate in a safer way since every car now can have broader 

knowledge derived from the sharing of individual knowledge.  

ü Collective intelligence :  an ensemble of entities creates a group intelligence that is the 

result of sharin g and operation at a collective level, e.g. ,  by employing common rules  or 

being part of a common framework. This may be the case of self -driving cars once a 

common framework is established and all individual decisions are taken based on that 

framework. Not ice the difference between a shared intelligence where knowledge is 

Figure 6 A self-driving vehicle needs to be aware of its surrounding. 
This is achieved through a variety of sensors and the processing of 
the data against a knowledge background "owned" by the vehicle, 
i.e., its intelligence. Credit: Industrial WSN Blog, Analog Devices 
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shared but intelligence is local, hence decisions can differ from one entity to another, 

from the collective intelligence where a framework ensures that all decisions are aligned. 

Bees are  an example of collective intelligence, since each bee take decisions according to 

a predefined , common framework. A team of humans operates in  a shared intelligence 

model, each one taking independent decisions although each one is ñinfluencedò by the 

shared knowledge.  

ü Emerging intelligence :  the intelligence is not present  in the individual entities (although 

each one may have its own intelligence) but rather in the derived global behavior . This 

is the case in our brain where the intelligence emerges ou t of the independent, yet 

correlated and mutually influencing, activities of neuronal networks and single neurons. 

It is also the kind of intelligence shown by a swarm of bees (bees have a collective 

intelligence when they operate in a hive, then when they  swarm in the thousands the 

swarm creates an emerging intelligence, seeming to know where it has to g o). In the 

example of self -driving cars their mutually influencing behavior  give s rise to a 

dynamically regulated flow of traffic in a city that optimizes  travel time and use of 

resources seeming to be orchestrated by an intelligent controller , whil e it is the result of 

an emerging intelligence deriving from the application of few very basic rules.  

 

An emerging intellig ence can be the one generated by clus ters of IoTs, once they reach certain 

thresholds. Most likely, IoTs can be seen as sensors whose data provide awareness. These data 

may be raw, simple data, or may be the result of an embedded processing (that in some c omplex 

IoT can generate some sort of ñembeddedò intelligence). Also, these data can be processed 

externally creating intelligence. One can take the smartphone as an example. Most advanced 

smartphones may have as many as 19 

different kind of sensors 4 (see i mage) and 

additionally can act as aggregation hubs 

harvesting data generated by wearable s (like 

smart watches, smart bands, smart clothing ). 

Smartphones have the processing and 

storage capacity to analyze  these data and 

create intelligence out of them. They can also 

connect to processing in the cloud (or any 

server) where data collected by hundreds of 

thousands of smartphones confluence. This 

might be the case of location data that can be 

used at a city le vel to understand traffic 

patterns and spot anomalies and traffic jams.  

For its characteristics of communication hub 

and processing/storage capabilities , the 

smartphone is becoming a component to 

interface and provide intelligence to a broad 

variety of ev eryday appliances, from 

lawnmowers to smart home s. 

 

The processing of data aimed at the creation 

of intelligence ( including meaning, 

understanding,  and  decision m aking) can be eased by specifically designed chips: neuromorphic 

                                                      
4 https://study-volunteers.iconplc.com/icon-views/blog/2017/06/16/leveraging-smartphone-potential/  

Figure 7 Common sensors in a smartphone. Obviously top-of-the-
line smartphones have more sensors embedded but the general 
trend is an increase of embedded sensors and of embedded 
software to make sense of data in all smartphones. Credit: ICON 

https://study-volunteers.iconplc.com/icon-views/blog/2017/06/16/leveraging-smartphone-potential/
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chips 5, so called because the ir architecture mimics, to a point, neural circuits in a brain.  It is 

not just a matter of hardware ;  it is very much a matter of software . In  general , neuromorphic 

chips come equipped with specific 

software components that can be used 

as building blocks. There are now 

several examples of neuromorphic 

chips, the first commercial one probably 

being SyNAPSE by IBM. More recently, 

NVIDIA and Intel have desi gned 

neuromorphic chips . In fact, the whole 

area of graphic processors units makes 

for a very good starting point in creating 

neuromorphic chips .  

 

The market 6 for these chips is expected 

to grow at a 20.7% CAGR over the 

2016 -2026 period with Asia taking the 

lionôs share with over $600 M followed by 

US with over $450M (and the latest 

forecasts indicate an even greater 

growth pushed by China, Japan and 

South Korea ).  

 

Communications  

 

Communications is an int egral part of any smart entity. Without communication an entity cannot 

be smart (it wonôt be aware of its context, hence it would not be able to adapt to it). Better 

communications foster s smarter behavior;  it is an integral component of smart machines (an d 

smarter human/machine  cooperation/interaction).  

 

There are many forms of 

communications broadly split into 

direct and indirect communications, 

the former implying an explicit 

exchange of information among 

parties, the second being the result 

of an awareness of a party of the 

dynamics of its ambient leadi ng to a 

change in its behavior .  

 

Humans, have created very 

sophisticated communications and 

commun ication tools that in the last 

decade have formed an 

interconnected web on the planet 

making it possible to communicate 

seamlessly across distance and 

more and more enabling 

communication beyond the human 

species, with objects, machines and 

artificial inte lligence.  Depending on 

the needs 7, ( see figure )  different communication tools (infrastructures, protocols, interfaces and 

devices) can be used. This goes both for human and for machines.  

 

                                                      
5 http://jetprime11.blogspot.com/2015/04/neuromorphic-chips-replacement-for.html  
6 https://www.nextbigfuture.com/2018/01/artificial-synapse-for-neuromorphic-chips.html  
7 https://www.etsi.org/technologies/5g  

Figure 8 The neuromorphic chip market will be expanding at an 
outstanding 20.7%CAGR throughout 2016-2026, which is the forecast 
period. Apart from this, the neuromorphic chip market will be touching an 
evaluation of nearly US$ 10,810Mn by 2026-end. Credit: Future Market 
Insights 

Figure 9 Comparison of key capabilities of IMT-Advanced (4th generation) with 
IMT-2020 (5th generation) according to ITU-R M.2083 

http://jetprime11.blogspot.com/2015/04/neuromorphic-chips-replacement-for.html
https://www.nextbigfuture.com/2018/01/artificial-synapse-for-neuromorphic-chips.html
https://www.etsi.org/technologies/5g
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Machine communication has a greater variety than human communications. We are constrained 

by our senses (capabilities) which places both an upper and lower boundary to the volume of 

information (data) and their quality (form).  Sensors, in general, require higher network energy 

efficiency (since powering sensors is not always easy, particularly for ambient sensors based on 

energy scavenging), however, on the other hand they do not need to transfer a large bulk of 

data and often latency is not  consequential  (a delay of 500ms in most situation s is acceptable). 

In some applications there may be a high density, hence requiring pervasive coverage and 

management of thousands of IoTs in a single area ( such as an  IoT application in an industrial 

environment  like  an a ssembly line) .  

 

Human -machine communications  rely on human senses  thus far , creating machine interfaces 

that our senses can detect and interact with ( such as screens, keyboard, and voice contro l). In 

the last decades , research has been 

focusing  on creating direct Brain to 

Computer Interfaces 8 (BCI) , leveraging 

sensors that can detect the brainôs 

electrical activity and software able to 

interpret it.  However, in spite of some 

amazing demonstrations (people able to 

control a robotic arm with their thoughts) 

real meaningful communication is still  far 

from being realized.  The m ost progress  

has occurred  in virtual motorial 

communication, like directly controlling a 

pointer  or robot movement with thoughts . 

This is because it is relatively 

straightforward to pinpoin t the areas of 

the brain controlling our limbs , and 

therefore thinking ñI need to move the 

hand to pick up that glassò sends  an 

electrical pattern to the area controlling 

th e movement of your arm and hand . T his 

pattern can be detected by signaling  processi ng software and translated into commands to a 

robotic arm.  

 

On the other hand, technology cannot currently detect a thought like ñI am thirstyò.  One of the 

stumbling block s is that there are significant similarities in the patterns generated by people 

when they want to move a limb but not in the patterns generated by a general thought like ñI 

am thirstyò. Even in the case of similarity for the movement of a limb, the signal processing 

software needs to be trained in order to detect the pattern specific to that particular person.  As 

a matter of fact ,  the training goes both ways: the person also needs to be trained to ñthinkò in 

such a way that the computer could understand .  

 

                                                      
8 http://www.yole.fr/Neurotechnologies_BCI_IndustryEvolution.aspx#.XKxioS2B1p8 

Figure 10 The intersection of neurosciences, advanced micro 
technologies and rapid adoption of wearables stimulates the 
emergence of innovative start-up companies and increases the market 
value. Credit: Yole Development 

http://www.yole.fr/Neurotechnologies_BCI_IndustryEvolution.aspx#.XKxioS2B1p8


Page 9 

The reverse communication, from the computer 

to the brain , is today limited to micro commands, 

since it is based on electrical spikes that can be 

delivered to certain micro area s of the brain or 

on optogenetics 9 ïstill at experimental stage -  

using genetically modified neurones and light 

puls es delivered through optical  fibers  

implanted in the brain. Both require invasive 

surgery and obviously are restricted to relieve 

specific pathologies (like epilepsy). The figure  

provides  an explanation of the steps involved in 

the construction  of an opto genetics interface.  

 

Today, a ll communication from a machine 

(computer, robot, cyberspace) can only take 

place through the mediation of our senses. 

Implants are possible at the sensory level, like 

electrical stimulation of the aural nerve or a 

retinal chip implant (like ARGUS II). Hap tic 

feedback is also being used in interfaces. Virtual 

Reality and Augmented Reality technologies can 

link humans to cyberspace, but that happens 

through the senses.  

 

Indirect communications is valuable among life forms (a living being detects  the ambient 

situation  and changes its behavior  accordingly , like in 

swarms, see  figure ) , and with computer vision and other 

types of ambient sensors it is becoming important in  machine 

to machine communication as well as for human -machine 

communication.  

 

Indirect communication is based on:  

 

-  awareness  

-  adaptation  

-  influence .  

 

Awareness  includes  not just the awareness of the situation 

but also the awareness of how the situation might evolve and 

what can condition the evolution in a specific direction. Both 

the awareness of the situation and of its possible evolution 

(even more this second than th e former) can be done at 

different level s of intelligence.  There is  some interesting 

evolution in the capability of machines to become aware of 

the emotional state 10  of a person, and even of a crowd, by 

observing their faces and behavior . In this sense we c an say 

that a machine can ñread our mindò. 

 

Adaptation  follows, at different degrees of effectiveness, the 

understanding of the situation and aims at changing the 

behavior  of the entity . Clearly, adaptation is a continuous 

process  constantly re -evaluating the benefit it brings to the entity . As machines (robots) are 

becoming more and more software driven, flexibility becomes possible and , a new technology 

area, that of evolutionary robotics, is looking into this.  

 

                                                      
9 https://www.nanalyze.com/2016/11/optogenetics-explained-simply-investors/  
10 https://onix-systems.com/blog/emotion-sensing-technology-in-the-internet-of-things 

Figure 11 Optogenetics, controlling the brain with light. 
Credit: http://optogenetics.weebly.com/why--how.html 

 

Figure 12 A starlings swarm. No one 
particular bird is in charge; the 
choreography emerges out of few simple 
rules each individual abides to. Credit: 
Pinterest 

https://www.nanalyze.com/2016/11/optogenetics-explained-simply-investors/
https://onix-systems.com/blog/emotion-sensing-technology-in-the-internet-of-things
http://optogenetics.weebly.com/why--how.html
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At higher level s of intelligence,  it is expected that machines can come to understand how the 

environment and its components react to specific actions and may be come able to influence  the 

behavior  of the environment components in the direction that is most beneficial to that entity. 

Clearly this is a cat and mouse game, since each entity in the long run will acquire this capability , 

and the interaction will become ever more complex.  

 

Technologies for Augmented Human s  

 

The goal of augmenting human capabilities has 

always been present , as far as we can tell. The 

control of fire was a tremendous augmentation 

that had deep consequences on our species.  

 

Cooking food opened up new ways of 

nourishment and made our species more 

adaptable to hostile environment and  even 

changed the phe notype ( this can be seen  also in 

modern times, when the change of protein 

intake, by changi ng the diet, has made us 

taller 11  and stronger).  In the figures above, see 

the increase of the average stature of Japanese 

over the last hundred years (left) and the 

change in their diet.  

 

The invention of tools to harvest and to 

convert and use forms of energy (from 

water/wind mills to steam and electricity) has 

multiplied our capabilities as single individual s 

and as a species. Actually, it is important to 

notice that as our tools have become more 

complex and require more and more capital 

and cognitive investment the augmentation 

has shifted from  the individual to a larger and 

larger community, sometimes becoming the 

trademark of a region or a country 

( industrialized  world). This makes a departure 

from the evolution of other species to the 

human species where the overlaying of 

artefacts and infras tructures has changed the 

phenotype and the extended phenotype of our 

species, something that, as far as we can tell, 

has never happened to  other species.  More recently, the evolution of hard technologies, that in 

the past resulted in an augmentation of ph ysical performance, has been flanked by technologies 

that are augmenting our cognitive performances.  

 

                                                      
11 https://blog.uvm.edu/cgoodnig/2013/04/29/the-phenotype-and-evolution-more-on-defining-evolution/  

Figure 13 Source: 
www8.cao.go.jp/syokuiku/data/eng_pamph/pdf/pamph3
.pdf 

 

Figure 14 Changes in the Japanese population stature. Source: 
http://www.dh.aist.go.jp/en/research/centered/anthropometry/ 

 

https://blog.uvm.edu/cgoodnig/2013/04/29/the-phenotype-and-evolution-more-on-defining-evolution/
http://www.dh.aist.go.jp/en/research/centered/anthropometry/
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Take, as an everyday example, the smartphone.  The phone,  originally creating to provide  

communication across distance , has increased our capabilities . The  smartphone today is only 

marginally used to communicate with other people ;  most of the time the servi ces it provides  are 

used instead , including communication with cyberspace to bring data and information to our 

fingertips , the variety of app lication s processing data , or its sensing capability (like taking a 

photo).  With a smartphone , access to informatio n and 

knowledge has become unlimited , and  through 

augmented reality 12  apps, there is a seamless 

overlapping of the cyber world onto the physical world. 

The smartphone is a crucial component of the digital 

transformation , and it is possibly today the most 

important tool in the augmentation of our extended 

phenotype.  

 

Technologies like exoskeletons  (see image)  are 

augmenting human strength, and relieving us from 

fatigue. They are now being used in car industry 

assembly lines 13 , in the military , and in healthcare to 

overcome disabilities.  Wearables like smart contact 

lenses 14  will be able to create a continuum, through 

seamless augmented reality, between the physical and 

the cyber world. Smart goggles are already 

commercially available but they ar e not delivering a seamless experience ;  smart contact lenses 

are still in the prototyping stage but it seems reasonable to expect their commercial availability 

within the next ten years.  

Implants connected to our sensory termination can expand the range of  our capabilities, like 

seeing in the infrared, hearing higher frequencies and even detecting electromagnetic fields. 

This is not happening through an extension of our brain capability but by leveraging the plasticity 

of the brain that can accommodate new sensory patterns including them in the existing 

processing of meaning (synesthesia).  

 

Human Augmentation  

 

There are basical ly three ways to 

augment humans:  

 

ü Modifying the genotype  

ü Modifying the phenotype  

ü Modifying the extended phenotype  

 

Genotype modification  

 

I ndividual s inherit the genotype (the set 

of our genes contained in our 

chromosomes , each of us has 22 pairs of 

chromosomes ïautosomes -  plus the sex 

chromosomes, either X -X, or X -Y, female 

or male respectively). So far scientists do 

not agree on the exact number of g enes, 

the estimate is between 19,000 and 

20,000.  Each gene is composed by a 

number of base -pairs  (A:T ïAdenine, Thymine -  and C:G ïCytosine, Guanine - ). The number of 

base pairs per gene varies significantly  and it is not, generally speaking, an indication o f the 

                                                      
12 https://www.techradar.com/news/goodbye-smartphone-hello-augmented-reality  
13 https://www.technologyreview.com/the-download/611827/ford-is-deploying-exoskeletons-in-15-of-its-factories-
around-the-world/  
14 https://www.visiondirect.co.uk/blog/smart-contact-lenses  

Figure 15 A Hyundai wearable robot, or 
exoskeleton, relieving workers' fatigue by carrying 
of the weight. Credit: Engadget 

Figure 16 Three stages of human augmentation, through genotype 
modification, phenotype change, and extended phenotype creation. 
Credit: IEEE SAS Initiative 
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sophistication of the living being (at least in the perception we have of ñsophisticationò). As an 

example compare the 20,000 genes (probably less than that) in a human genome with the 

164,000 -334,000 genes estimated in wheat 15 . I n general scientists tend to look at the nu mber 

of base -pairs, rather than  at the number of genes.  

 

The figure 16  provides an overview of 

the number of base pairs in different 

life forms (expressed in millions of 

base -pairs).  As you can see 

mammals do not have  the highest 

number of pairs ,  and humans are an 

ñaverageò mammal in this sense. So, 

having many genes, or having many 

pairs, does not necessarily match o ur 

perception of ñsmartnessò. 

 

By changing a gene there is the 

potential of changing the phenotype 

(change includes also deleting as well 

as adding a gene).  The problem is 

that it is not know n in general how a 

change in a gene affects the 

phenotype, so in spite of having the 

technology for changing genes 

(CRISPR/Cas 9 and more recent, 

more precise ones, like CRISPR/Cas 

12a 17) , it is not possible to  start from 

a desirable phenotype and reverse -

engineer it into a change in the 

genotype.  Someone commented that 

todayôs gene modification technology is comparable to having  an extremely precise gun and 

being blindfold ed when using it.  

 

Some researchers are planning to use artificial intelligence ( AI )  to create this link between the 

genotype and the phenotype . This is becoming more and more a possibility given the growing 

number of sequenced genomes onto which machine learning can be applied.   

 

There are already some clear correlation s between genes and their expression in the phenotype , 

and companies like Genomic Pr edictions 18  are exploiting them to steer in -vitro fertilization  

towards a higher probability of avoiding disorders like diabetes, osteoporosis, schizophrenia and 

dwarfism. Among these correlations are the color  of the eyes , and this is being exploited by 

companies like The Fertility Institute 19  that are offering future parents the possibility to ñdesignò 

some aspects of their future child, including the sex and the color  of the eye.  

 

Augmenting human intelligence 20  through gen e modification is still a big question mark, although 

there is a feeling that this should be ñtechnicallyò possible (leaving aside the big ethical issues 

that, of course, should not be disregarded) . Recently, in February 2019, there was a report 21  of 

a gene  deletion performed in China  to create HIV immunity that may have an increase of learning 

capability as an unexpected side effect.  

 

                                                      
15 https://coloradowheat.org/2013/11/why-is-the-wheat-genome-so-complicated/  
16 https://metode.org/issues/monographs/the-size-of-the-genome-and-the-complexity-of-living-beings.html  
17 https://www.genengnews.com/topics/genome-editing/crispr-cas12a-more-precise-than-crispr-cas9/  
18 https://genomicprediction.com  
19 https://www.fertility -docs.com/programs-and-services/pgd-screening/choose-your-babys-eye-color.php  
20 http://nautil.us/issue/18/genius/super_intelligent-humans-are-coming  
21 https://www.technologyreview.com/s/612997/the-crispr-twins-had-their-brains-altered/  

Figure 17 Range of genome size in organisms of the three domains of life. 
Credit: Mètode 
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